Math2033 Mathematical Analysis (Spring 2013-2014) Tutorial Note 1

Informal Logic, Indirect Proof, Sets and Functions

We need to know

how to negate a statement in order to conduct indirect proof;

what are the standard set operations;

e given two sets A, B, how to judge A = B or A C B, or other possibility;

what do we mean by injective (or one-one), surjective (or onto) and bijective.

Key definitions and results

Definition 1 (Terminology in Logic).

e A statement/proposition, usually denoted p or ¢, is a sentence with truth
value (i.e., it is either true or false).

e Let p be a statement, its negation—NOT p—is denoted by ~p.
¢ A conditional statement is of the form if p then g, denoted by p = ¢.

e We say that p if and only if ¢ if we have p == ¢ and ¢ = p at the same
time. In that case, we also say piff g, p <= ¢ and p & ¢ are equivalent.

o In definitions, if is actually if and only if.

e Given a conditional statement p == ¢, its contrapositive is the following
equivalent conditional statement:

~g = ~p

e Some statements consist of the following two Quantifiers:
Turned A: denotes for all, for each, for every;

Turned E: denotes for some, there is (at least one), there are (some).

Definition 2 (Standard Set Operations, Notations). Let A and B be two sets.

e AUB={x:x€AorxeB} e C={x+iy:x,yeR}
e ANB={x:x€Aand x € B}
e A\B={x:x€A,x¢B}

e AXB={(a,b):ae A,be B}

R = (—00,00)

e Q={xeR: xrational}
o 7Z={0,%1,%2,...}

e N={1,2,3,...}

e More generally, given sets Aj, Ap,... we denote

NE:

A;j:=AjUAU--- and ﬂAiIZAlﬁAzﬂ"'.
1 i=1

1
The notations | J;—, and [/, are similarly defined.
e The Cartesian product A X B can be conducted infinitely many times:
HAi = A XAy X---={(aj,az,...):a; € Ay,a; € Ay, ...}
i=1

i=

Definition 3 (1-1, onto, bijective). Let f: X — Y be a function between two sets.
We say:

e f isinjective/one-one if f(x) = f(y) = x=y.
e f is surjective/onto if for every y € Y, there is an x € X, f(x) = y.
e f is bijective if it is both injective and surjective.

Definition 4 (Set’'s C, =). Let A, B be two sets, we say that A C B if there holds
(Vx) x€e A = x € B. Moreover, we say that A= Bif AC B and B C A.

Theorem 5 (Negation). Given statements p and g, we have the following rules:

L d N(Vxﬂy’s(x’)’)) = 3X,Vy7~5(x,y) L d N(P and q) =~por~q

o ~(Ax,¥y,S8(x,y)) = Vx,dy,~S(x, y) ® ~(porg)=~pand ~q

e ~(~p)=p e ~(p = g)=pand ~q




Example 1. Negate the following statements: Example 3. Show that V2 is an irrational number.

(a) ACB.

(b) Ye>0,36 >0, lx—xol <6 = |f(x)— f(xo)l <€ Sol We prove by contradiction, suppose V2 is rational, then there are a, b € Z such that V2= %.

(c) Ye>0,AN €N, n>N = |a,—a|<e. Since we can always cancel the common factor of a and b in the fractional representation
a/b, we can assume that a and b are coprime, otherwise just divide both the numerator and

(d) dM > 0,dN €N, n>N = l|a,| <M. denominator by gcd(a, b) and call the new integers a’, b’ respectively.

Now V2b = a, so 2b* = &2, this is possible only when a is even, therefore we may set
a =2a’ for some a’ € Z, and then

Sol (a) AC B is the same as Yx € A, x € B, therefore the negation is 2P = 4a”? o B =247

dx e A, x ¢ B. . .. . . .
# but again this is possible only when b is even. Which means that a, b are both even, and
thus cannot be coprime, a contradiction to the first two paragraphs. 1

(b) The precise definition of “ == " in the statement above must be reinterpreted as

Ye>0,30 >0,¥x, |x—xol<d = |f(x)— f(x0)| <e.
Now the negation is

de>0,¥6>0,3Ax, |x—xgl<d and |f(x)—f(xg)=e€.

(c) and (d) are the same as (b). |

Example 4. Let a € R be such that the equation x> + V2x% —V3x +a = 0 has three
real roots. Prove that the equation has an irrational root.

Sol Suppose that all roots of the polynomial are rational, then we have

Example 2. Write down the contrapositive of the following known results: B+ V2xr = V3x+a=(x—a))(x—ay)(x—az)

0 =x3—(a1+a2+a3)x2+-~.
(a) If Z a, converges, then lim a, =0.
n=1 neee for some a1,as,a3 € Q. By comparing the coefficient, we have V2 = —a; —ar —a3 € Q, a

. . .. . contradiction. |
(b) If f(x) is differentiable at a, then it is continuous at a.

Sol (a) If limy, o0 @, # 0, then > a,, diverges.

(b) If f(x) is not continuous at a, then it is not differentiable at a. |




Example 5. Let A, B,C,D be sets (you may imagine they are subsets of R? for
motivation). Prove the following set equalities:

(a) A\B=ANB°, where A,BC X and B° = X\ B.

(b) (AUB)® = A°N B and (AN B)° = A° UB®, where A,BC X, ¢ = X \ o.
() AN(BUC)=(A\B)N(A\C)

d) AN(BUC)=(ANB)U(ANC)

(e) AUBNC)=(AUB)N(AUC)

(f) A\(B\C)=(A\B)U(ANC), then what is A\ (A\ C)?

(g) (AUB)\(ANB)=(A\B)U(B\A)

Sol To show two sets A, B are equal, we need to show A C B and B C A, in other words, we
need to prove x € A iff x € B.

(a)xe A\B

iff (x € Aand x ¢ B)
iff (x € A and x € B°)
iff x e ANB€.

(b) x e (AUB)®

iff x¢ AUB

iff ~(x e AUB)

iff ~(xeAorxeB)

iff (~(x € A) and ~(x € B))
iff (x¢ Aand x ¢ B)

iff (x € A€ and x € BY)

iff x e AN B°.

The other one is essentially the same.

(¢) This is essentially the first part in (b). Note that we prefer the notation in this part
because the notation ¢ being a relative complement is ambiguous!

Now we have

xe A\(BUC)

iff (xeAand x ¢ (BUC))

iff xe Aand (x¢ Band x ¢ C)

iff(xe Aand x¢ B)and (x € Aand x ¢ C)

iff xe (A\B)N(A\C)

(d), (e) follow from the following fact which can be proved by listing the truth table (which
we shall not do):

(i) Pand (Qor R)=[(P and Q) or (P and R)]
(i) Por(Q and R) = [(P or Q) and (P or R)]

Letting P=x€ A,Q=x€ Band R=x € C, we get (d) and (e) respectively.

(®) xe AN(B\C)

iff xe Aand ~(x € B\C)

iff xe Aand ~(x € Band x ¢ C)

iff xe Aand(x ¢ Bor x € C)
iff(reAand x ¢ B)or (xe Aand x € C)
iff x e (A\B)U(ANC). |

()
()

(by (+))



Example 6. Let a,b € Q and a < b. Prove that dc € R\ Q such that a < ¢ < b.

Sol We prove by contradiction, suppose on the contrary that for every ¢ € R\ Q, we have a > ¢
orc¢ > d, i.e., we have
x¢Q = c<aorc>b,

which by contrapositive is the same as

asc<bh = xeQ.

Now consider the number \/E, which satisfies

1<\/§<2,

multiplying both sides by d = b%“, we have

d<V2d <2d,

and therefore
a+d<V2+d<a+2d = a<V2+d<b.

By our hypothesis which implies V2 + d € Q, but since a,b € Q, d = b%“ € Q, and hence

V2 € Q, a contraditcion to Example 3. |

Example 7. Let P(n) be a true or false statement. Given P(1) is true, suppose:
Vn € N, if P(n) is true, then P(n+ 1) is also true. ()

Prove that for each n € N, P(n) is true.

Sol Suppose on the contrary that P(m) is not true for some m € N. Let m be the least integer
such that P(m) is false. More precisely, we true

m =min{n € N : P(n) is false},
the set on the RHS is nonempty by our assumption.

Since p(1) is true, m # 1, thus m > 2. As m is the least one, m — 1 ¢ {n € N : P(n) is false},
i.e., P(m—1) is true. But then by the hypothesis of this example, P(m) must also be true, a
contradiction. |

Exercises

1. Let A, B,C and D be sets, prove the following set equalities/inequalities:

(a) IfAC B, then A\CC B\C.

(b) fACB,then C\BC C\A.

(c) fC#0and AXC=BXxC,then A=B.

(d) AX(BNC)=(AXB)N(AXC)

() AX(BUC)=(AXB)U(AXC)

(f) AX(B\C)=(AXB)\(AxXC)

(8) AXB\(CxD)=[AX(B\D)]U[(A\C)x(BND)]

(h) Fora € R we let A, = {(x,a(x>—1)) e R? : x € R}, prove that
[ Aa =1(=1,0),(1,0)}.

aeR
2. Let A and B be sets. If 24 € 28 show that A C B.
3. Show that ANBC CUD = (A\C)N(B\D)=0.
4. Is f: R —> R given by f(x) = 3;% injective? Is it surjective?
5. (a) Show that a function f : A — B is bijective if and only if there is a function
g : B — A such that
fog(b)=bYbeB and gof(a)=a,Yac A.

Such a g is called the inverse function of f, denoted by f~!.

(b) Generally how are the graphs of f and f~! related? By considering inverse
function, show that

/ﬁ —1<1d—" In(1+v2
1 cos x) x—ﬁ—n(+ )

1
cos(x)’

without integration by parts. Here cos™(x) is arccos(x), NOT

6. (m is irrational) For the sake of contradiction, let’s assume that 7 = a/b for some
a,beN. Forn=1,2,... we define f,,(x) = %x”(a—bx)” on R.
(a) Show that f,, (7 —x) = fu(x) for every x.
(b) Show that for every k = 0,1,2,..., fx"(0), {1)(%) € Z.
(c¢) Show that foﬂ fn(x)sinxdx € Z for every n > 1.
(d) Explain why part (c) leads to a contradiction.



